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Test the DR plan on the ground, 
diligently and thoroughly. 

Become proficient with the 
technologies and ensure 

the processes are clear and 
actionable, to non-technical 

staff as well. 

Drill the plan 

Test both technology and 
processes. Ensure that any 

providers you work with have a 
clearly established and openly 

available set of processes in 
the event of a disaster. Do you 

know who to call? Is there more 
than one number for different 

circumstances?

Test the provider
Report the actualities of any 

prospective vendor solution to 
the IT manager and director. 
Interrogate things like RTOs 

and RPOs in context with 
the idiosyncrasies of your 
organisation to accurately 

establish how long recovery 
will actually take.  

Report the realities

Liaise with department heads to 
increase visibility of operational 
requirements. Feed back results 
to the IT director and highlight 

any oversights, deficits or 
disparities between established 

plans and actual need.

Survey the business Continuous improvements
Proactively maintain and 

optimise any existing 
backup or disaster recovery 

technologies to ensure 
readiness upon invocation.

Balance disaster 
recovery planning with 

business-as-usual maintenance 
and other ongoing projects. 

Keep targets grounded 
in reality by ensuring they 
are achievable with the 

available resources.

Maintain balance 
Disseminate pertinent 
instructions down to 

heads of department or 
relevant non-technical staff 
members. Maintaining open 

communication channels 
is one of the best defences 

against extended downtime. 

Pass it on 
Guide the discussions taking 
place in the board room by 

building a well-informed 
business case based on the 

information passed up to you. 
At the same time, interpret the 
decisions made with practical 

regard to the resources of 
the business. 

Take an active role in assessing 
potential partners and service 

providers. Establish what 
service aspects are crucial to 
your organisation (e.g. SLAs, 

available support) and deploy 
your budget accordingly. 

Build a case Play the field

Represent the rest of the business 
in board-level DR discussions by 
communicating clearly what can 
be achieved with the resources 

available. Keep targets like RPOs 
and RTOs reasonable and push 

back on anything unreasonable – 
disaster recovery is not the time       

to overpromise. 

Be an ambassador

Allocate the budget in such 
a way that aligns your IT 

roadmap with the business 
objectives of the organisation, 

as defined by key senior 
stakeholders.

Bridge the gap 

No matter the role and 
responsibilities below the 

CEO, ultimate responsibility for 
the survivability of the business 

stops here. The CEO must 
calculate the different costs of 

downtime, including unavailability 
of systems and potential customer 

disruption, and factor them into 
the final decision.

Take ownership
Design a DR strategy that 
protects critical business 
functions effectively and 
economically. Become 

the arbiter of knowledge 
regarding the available 

technologies, services and 
the prevailing best practice 

within the industry.

Interrogate prospective 
solutions and providers 
according to factors like 
information security and 

required certifications. You 
must assume responsibility for 
the environment you fail over 

to, even if it is managed by 
a 3rd party. 

Know the market Build in security

Making it work

Planning
Though at first planning precedes disaster, it’s also an ongoing activity that never 
really stops. DR and business continuity plans should be continually reviewed and 
updated (particularly after any significant business change) to keep them in line 
with current business needs. 

Senior stakeholders hold ultimate responsibility for the business. They must prioritise 
DR/BC planning and actively establish what departments and IT functions are critical 
to the business. This includes high-level decision making and budget allocation, 
as well as in-depth analysis (and continual review) of recovery requirements on a 
per-department basis. 

Technical operational staff must contribute to planning by passing accurate 
information about different departmental needs up the chain of command. If this 
communication breaks down, the decisions made in the board room will not reflect 
the realities on the ground.

Disaster!
Don’t panic! If you’ve planned well, 
you’ve already done the hard work. Just 
troubleshoot, firefight and prepare to invoke. 
No matter the scale of disruption, focus on 
maintaining clear communication channels. 

Review
There’s no better time to review your 
DR/BC plans than in the wake of a disaster. 
This isn’t your standard annual review; it’s 
an opportunity to extract real value and 
intelligence from major disruption. Once 
review processes are concluded, the results 
can be built into future planning processes 
to improve future resilience.

Failing Over
Failing over should happen as soon as possible to minimise disruption to business 
continuity. The specific processes will be different for every organisation: it might 
refer to the ‘switching on’ of alterative systems and resources, or to the invocation 
of secondary procedures, or even to relocating to a secondary office space. 

Department heads represent the portion of the business DR plans are designed 
to protect. They often take an ambassadorial role in communicating how the 
disaster (and recovery) is experienced on the ground, both as its happening 
and during review.

IT admin staff are often the bridge between the user experience and the technical 
controls within the DR plan. Their job is to execute the instructions laid out in the 
plan and to interpret feedback from department heads into further actionable steps. 

IT managers are the lynchpin of disaster events; whether the DR plan is executed 
in-house, or in partnership with a 3rd party provider, all communications should 
travel through them. Resources must be allocated evenly between diagnostic and 
repair work, and invocating the agreed-upon failover steps. Though CIOs and CEOs 
are ultimately responsible for ensuring the DR plan can save the business, the IT 
manager is responsible for ensuring that it does.   

Failing Back
Once the disaster (and the conditions causing it) has subsided and the environment 
stabilised, the business must fail back. The term describes the process of restoring 
affected IT systems and procedures to their pre-disaster state in order that business 
as usual activities can resume unimpeded. 

As with failing over, department heads are the final verification that the DR 
controls achieve their intended results.  

Failing back is the most important stage in the whole process, and it often falls to 
the IT admins to execute the plan, or at the least verify its success. Failing back is 
arguably more important than failing over; the quicker the business can get back 
to business as usual, the greater the chances that business continuity remains 
uninterrupted. 

Failing back ultimately depends on fault resolution, and it falls to the IT manager 
to coordinate this process. Once the cause of the failure has been established 
and steps taken to rectify the issue, the IT manager must oversee the restoration 
of business-as-usual systems. 

Disaster Resolved
The degree to which failing back becomes 
urgent depends on the business-as-usual 
functionality your DR plan permits. If 
only business-critical functions are 
restored, the pressure to fail back as soon as 
possible increases. DR plans with a more 
comprehensive remit may enable the 
business to work more productively, for longer. 


